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We study a system of two tunnel-coupled quantum dots with the first dot containing interacting electrons
�described by the universal Hamiltonian� not subject to spin-orbit coupling whereas the second contains
noninteracting electrons subject to spin-orbit coupling. We focus on describing the behavior of the system near
the Stoner transition. Close to the critical point quantum fluctuations become important and the system enters
a quantum-critical regime. The large-N approximation allows us to calculate physical quantities reliably even
in this strongly fluctuating regime. In particular, we find a scaling function to describe the crossover of the
quasiparticle decay rate between the renormalized Fermi-liquid regime and the quantum-critical regime.
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I. INTRODUCTION

The transport of electrons through mesoscopic systems at
low temperatures is a coherent process. The manifestations
of coherent electronic motion are weak localization,
Aharonov-Bohm oscillations, persistent current, etc.1

Though many mesoscopic effects can be explained in the
framework of noninteracting electrons, there is a vast amount
of evidence showing that collective effects of the electron
spin are important in predicting the behavior of the system.
The spin of the electron couples to the external magnetic
field and to the orbital degrees of freedom. This spin-orbit
�SO� coupling is caused by a nonzero electric field in the
laboratory reference frame that is transformed into a mag-
netic field in the electron’s rest frame. In bulk systems the
SO coupling results from the absence of inversion symmetry
in the crystalline lattice2 �Dresselhaus term�. In finite-size
systems, such as metallic grains or semiconductor quantum
dots, an additional contribution to SO coupling comes from
the structure inversion asymmetry3 �Rashba term�, the sim-
plest example of which is a two-dimensional electron gas
�2DEG� confined to an interface, in which the confining elec-
tric field perpendicular to the 2DEG is the source of the SO
coupling.

In diffusive and ballistic/chaotic mesoscopic systems the
kinetic term in the full Hamiltonian is well described by
random matrix theory4,5 �RMT�. RMT has been very suc-
cessful in describing the ensemble averages of one-particle
spectral correlations as well as correlations of eigenfunc-
tions.

RMT describes the universal zero-dimensional limit in a
mesoscopic system. Its regime of validity is when all time
scales �the spin-orbit relaxation time �SO and the inverse
mean level spacing �−1� are much larger than ergodic time
�erg=� /ET. Alternatively, all relevant energy scales should
be smaller that Thouless energy ET �for a diffusive dot of
linear scale L, ET��D /L2, where D is the diffusion con-
stant, while for a ballistic/chaotic dot ET��vF /L�.

Even though �SO��erg defines the universal limit, to de-
cide if the SO coupling is important for a particular physical
process, �SO should be compared to other characteristic time
scales.6–8 As the SO coupling is increased from zero in a

noninteracting system, its effects begin to become important
for physical quantities when the inverse SO relaxation time
is comparable to the mean level spacing ���SO

−1 . In interact-
ing systems near a degeneracy point between two ground
states of different spin, even much tinier SO couplings can
have order-one effects.9

RMT systems can be classified according to the presence
or absence of time-reversal �TR� and spin-rotation symme-
tries. They fall into three major categories described by the
“classical” RMT ensembles introduced by Dyson. The sys-
tems with both symmetries preserved belong to the Gaussian
orthogonal ensemble �GOE�. Systems with broken TR sym-
metry �e.g., by an external magnetic field� are described by
the Gaussian unitary ensemble �GUE�. Finally, systems with
TR preserved and broken spin-rotation symmetry belong to
the Gaussian symplectic ensemble �GSE�.

In the universal regime, the SO coupling has significant
effect on spectral properties of eigenvalues and eigenfunc-
tions. One can relate the spin-orbit scattering length LSO to a
SO crossover energy scale EX=ET� L

LSO
�2. For energies below

EX, the one-particle term in the universal Hamiltonian is
modeled by a Gaussian symplectic random matrix. If one
wants to describe energies both above and below EX, one has
to use the RMT ensemble which is in a crossover between
the GOE and the GSE classes.4,10

The interactions in mesoscopic systems at low tempera-
tures are described by the universal Hamiltonian:11–14

HU = �
�,s

��c�,s
† c�,s +

U0

2
N̂2 − JS2 + �T†T , �1�

where N̂ is the total particle number, S is the total spin, and
T=�c	,↓c	,↑. The universal Hamiltonian contains a charging
energy U �direct channel�, a Stoner exchange energy J �spin
channel� and a reduced superconducting interaction � �Coo-
per channel�. A renormalization-group analysis reveals15,16

that this is the low-energy effective theory for weak coupling
although other effective theories and other ground states can
be accessed for strong coupling.17

For small normal metallic grains and nonsuperconducting
quantum dots with a fixed number of particles the exchange
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interaction is the main contribution to electron-electron inter-
actions. The short-range part of electron-electron interactions
causes the ferromagnetic Stoner instability at large values of
exchange energy J.

In the absence of SO coupling the total spin of the system
S2 and its z projection Sz commute with kinetic-energy term
and are good quantum numbers. Typically for metallic grains
the exchange constant J
�.

For weak exchange interaction J�� the spin of the
ground state for odd number of electrons is 1/2. As J gets
larger, there is a nonzero probability to obtain a ground state
with S�1 /2. This happens when the cost in orbital energy to
promote an electron to the next level is less than the energy
gain due to the exchange interaction. As J approaches �, the
total spin of the system grows,14 and at J=� the system un-
dergoes a phase transition �the Stoner transition� into a
“bulk” ferromagnetic state. For J� the magnetization of
the system is proportional to the number of electrons N.

In the presence of SO coupling the total spin does not
commute with full Hamiltonian �H ,S2��0. While the domi-
nant effect of the electron-electron interaction is to organize
the states according to total spin S, the SO term produces
matrix elements between states of different spin, which ran-
domizes spin, and also leads to sample-to-sample fluctua-
tions of the matrix elements of the electron-electron
interaction10 and the suppression of the exchange
interaction.7,18

When J��SO, the SO coupling is simply ignored �unless
one is near a degeneracy between ground states of different
spin.9� In the opposite limit J�� and J��SO electron-
electron interactions are suppressed and expectation value of
total spin in ground state �S	�1 /2. The interesting regime is
when �SO�J
�. In this case the exchange interaction is not
completely suppressed and the fluctuations of total spin are
comparable to its expectation value. This regime is driven by
the combined effect of spin-orbit scattering and electron-
electron interactions.

We study the regime where the system is near the Stoner
instability J→�−. If SO coupling is absent, there are no
quantum fluctuations of the spin, and one obtains a sequence
of metamagnetic transitions with the true Stoner transition
being the accumulation point.14 In the presence of SO cou-
pling, at low energies, the behavior of the system is domi-
nated by quantum-critical fluctuations leading to the forma-
tion of a quantum-critical regime �QCR�.19,20

Imagine that one is at some J�� but that 1−J /��1.
Even close to the transition one can think of two different
regimes of energy separated by a many-body crossover scale
EQCX, which will turn out to be simply related to the single-
particle RMT crossover scale EX.19 For ��EQCX the system
behaves as though it were a renormalized Fermi liquid with
altered Fermi-liquid parameters and a quasiparticle decay
rate going as �2.21,22 On the other hand, for EQCX
�, the
behavior is controlled by the quantum-critical point. The
change in behavior as one increases � is described by a
universal scaling function F�� /EQCX�.

The critical point and QCR are dominated by many-body
quantum fluctuations and thus the scaling functions cannot
be calculated perturbatively. However, it turns out that as
long as EQCX ,���, one can use a large-N approximation

with min�
EQCX

� , �
� � playing the role of the large N.19 This in-

teracting large-N approximation is nontrivial: it owes its ex-
istence to universality of noninteracting RMT correlations
below the Thouless energy and to special features of the
Fermi-liquid interactions between electrons.19 This approach
allows us to compute the scaling functions reliably and non-
perturbatively.

From the point of view of experiment, the key point is
that one can control EQCX, which is a many-body scale, by
tuning a single-particle crossover energy scale EX. Thus, at a
fixed value of the parameter J, one can tune oneself into and
out of the QCR by tuning a single-particle knob.

As a prerequisite to describing the system near Stoner
transition, we consider the noninteracting case and calculate
ensemble-averaged one- and two-particle Green’s functions
for electrons in the first dot coupled to the second dot in
crossover between GOE and GSE ensembles. The one-
particle Green’s function is unchanged by crossover though
it is modified by interdot coupling. The two-particle Green’s
function is the sum of the contributions due to diffuson23

mode and Cooperon modes. Both contributions depend on
the ratios of crossover parameter EX2

, interdot coupling pa-
rameter EU, and measurement energy �.

In computing these ensemble averages of the noninteract-
ing Green’s functions, we use another, much older, large-N
approach.24 This is the zero-dimensional analog of the ex-
pansion in powers of 1 /kFl �where l is the elastic mean-free
path� used in bulk systems. This large-N approximation con-
sists of keeping only ladders and maximally crossed ladders
for two-particle propagators. The role of the large N is
played by min�

EX

� , �
� �. For details see Ref. 25.

It may seem counterintuitive that one can use noninteract-
ing wave-function averages to describe the behavior of a
system with strong many-body fluctuations10,18,19,26 but this
goes hand in hand with the use of the interacting large-N
approximation. This is because there is no wave-function
renormalization to leading order in the interacting large-N
approximation.19

II. MODEL DEFINITION

We consider a system of two quantum dots �metallic
grains� coupled to each other by tunneling �see Fig. 1�. The
motion of electrons can be either diffusive or ballistic/
chaotic: in either case the single-particle energies and wave
functions are controlled by RMT, which is all that we
require.

FIG. 1. Two coupled quantum dots in GOE-to-GSE
crossover.
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For the noninteracting system the ensemble-averaged
spectral and eigenvector correlations can be computed by
RMT.4,5 The first dot belongs to the GOE since it has no
spin-orbit coupling. The second dot has weak spin-orbit cou-
pling that drives it into the GOE→GSE crossover, charac-
terized by a crossover scale EX2

. We also assume that there is
a Stoner exchange interaction in the first dot. No interactions
are present in the second dot. The tunneling between the dots
gives rise to another crossover scale EU, where EU /� is the
dimensionless conductance between the two dots.

In Fig. 2 one can see a more realistic picture of the sys-
tem. In an experimental setup the lower dot could be made of
GaAs �with significant exchange interaction but tiny SO cou-
pling� while the upper dot could be made of InSb �with large
spin-orbit coupling�. The choice of the vertically coupled
geometry will be discussed below.

In the low-energy limit interactions are described by uni-
versal Hamiltonian11–14 �1�. For our system HU has the form

H = �
i0j0s

Hi0j0
�1� ci0,s

† cj0,s − JS2 + �
�0�0s

H�0�0

�2� c�0,s
† c�0,s

+ �
i0�0s

Vi0�0
�ci0,s

† c�0,s + H.c�

= �
��

��c�,�
† c�,� − JS2, �2�

where H�2� contains the effect of spin-orbit coupling in the
second dot. In Eq. �2� we have omitted the superconducting
term as irrelevant to our model. We also choose a vertically
coupled geometry for our system to minimize the change in
charging energy when the electron hopes from one dot to
another.25 If this energy is smaller than all other relevant
scales then the charging term can be omitted �or absorbed
into the chemical potential� since the total number of elec-
trons in the two-dot system remains unchanged.

The �� ,�� label the basis of the two coupled quantum
dots without interaction, that is, it is the set of eigenstates of
H�1�+H�2�+V. Here � is the orbital quantum number and � is
a twofold-degenerate Kramers index. In this basis the ath
component of total spin reads18

Sa = �
i0ss�

ci0s
†

�ss�
a

2
ci0s� = �

��,���

�Ma����
�� c��

† c���, �3�

where i0 is an Orthogonal basis in the first dot alone �it could
be the eigenbasis of H�1� but it does not have to be� and the
matrix element Ma is defined as

�Ma����
�� = �

i0,ss�

���
� �i0,s�

�ss�
a

2
�����i0,s�� . �4�

We reiterate that the first summation in Eq. �3� and the
summation in Eq. �4� is over an Orthogonal basis in the first
dot alone while the second summation in Eq. �3� is over the
eigenbasis of the total noninteracting Hamiltonian H�1�

+H�2�+V. Also, �ss�
a are the Pauli matrices, ����i0 ,s� is the

wave function of the state � ,� in the first dot.
We use Eq. �2� to calculate the partition function Z

=Tr�exp�−	H��, using the imaginary time path-integral for-
malism

Z = Tr�e−	H� ⇒ Z =
 �
��

Dc̄��Dc��Dhe−�0
	Ldt, �5�

where the Euclidean Lagrangian is

L =
h2

4J
+ �

��

c̄����t + ���c�� − h · S . �6�

In Eq. �5� we used the Hubbard-Stratonovich transforma-
tion to decouple the interaction at the expense of introducing
an additional bosonic field h representing the order param-
eter. The c�� and c̄�� are Grassmann variables. After switch-
ing to the Fourier representation the fermionic fields c , c̄ are
integrated out. The resulting action for h is expanded to sec-
ond order to obtain

Sef f �
1

4	�1
�
n,a

ha�i�n�2�1

J̃
− fn�	,EX2

,EU�� , �7�

fn�	,i�n� = 2�1 �
��,���

Ma���
2��NF���� − NF����

i�n − ��� − ���
, �8�

where �n=2�n /	, J̃=J /�1 is a dimensionless exchange con-
stant, NF���� is the Fermi-Dirac occupation of the state �,
and �1 is a mean level spacing for the first dot.

Deep into the crossover EU, EX2
��1, we replace Ma���

2��

by its RMT ensemble average. This is justified because in the

limit when
EX2

� ,
EU

� →� the spectral average on a single
sample is the same as the ensemble average. The corrections
to this vanish in the large-N limit. This is one of the ways in
which we use the large-N approximation.

The relevant four wave-function correlator hidden in
�Ma2	 is calculated in Appendix B. We also replace the
summation over energy eigenstates by energy integrations.
Assuming a constant density of states we obtain

fn�	,EX2
,EU� =

EU

E2
2 − E1

2�EX2

2 + EX2
EU − E1

2

E1 + �n

−
EX2

2 + EX2
EU − E2

2

E2 + �n
� , �9�

where the interdot tunneling energy scale EU, the SO cross-
over energy scale EX2

in the second dot, and the energies E1,2

FIG. 2. �Color online� The vertical arrangement of the dots al-
lows us to get rid of the charging energy.
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�which are functions of EU and EX2
� are defined in Appendi-

ces B and C.
The function fn is positive and decreases as n grows. The

largest contribution comes from f0. The instability point is

obtained by setting f0�	 ,EX2
,EU�= J̃−1. For the coupled-dot

system the quantum phase transition takes place at J̃=1, or
J=�1, the same result as for one uncoupled dot independent
of the crossover energy scales. The general proof of this
result is a bit tedious. It’s easy to show using Eqs. �9� and
�B4� and the definition for E1,2 that in the limiting cases
when parameters EX2

and EU are equal or one is much larger
than the other the instability point indeed happens to be at
J=�1.

Equation �9� depends on several parameters. To see the
physics more clearly we specialize to the case EU�EX2

. In
this limit EU is the only relevant parameter that controls both
the coupling between dots and the degree to which spin-
rotation symmetry is spoiled in the first dot. In this limit the
scaling function becomes fn=EU / �EU+ �n�.

Close to the transition the smallness of 1− J̃ allows us to
introduce a new scaling function Fn that describes the inter-
acting system near Stoner transition. The effective action
now becomes

Sef f =
1

4�1	
�
n,a

ha�i�n�2Fn, �10�

Fn =
EQCX

J̃EU

�1 +
�n

EQCX
� �11�

valid for ��EX2
.

The scaling function Fn in Eq. �11� describes how a physi-
cal quantity behaves when one raises the measurement en-

ergy. The new characteristic energy scale EQCX=EU�1− J̃�
can be used to tune the system into the QCR. By changing
the single-particle parameter EU in EQCX one can access the
QCR governed by interactions.

Figure 3 shows the phase diagram in �� ,T� vs J coordi-
nates. For J��1, the system is in a ‘‘bulk’’ Stoner phase
where the magnetization is proportional to the volume of the
system. When J��1 and the measurement energy � satisfies
the inequality EU���ET one enters an approximate spin-

rotation-invariant universal regime described by universal
Hamiltonian HU. Here the total spin of the system is �ap-
proximately� a good quantum number. Lowering the energy
to ��EU brings us to regime where the system starts seeing
spin-orbit coupling and spin fluctuations become important.
Below the line ��EQCX is the renormalized Fermi-liquid
regime because, as will be seen below, the quasiparticle de-
cay rate vanishes with energy � as �2 /EQCX

2 . Above this line,
away from the Stoner instability point, is the nonuniversal
regime that depends on many parameters. Close to the insta-
bility point J=�1 is a quantum-critical regime controlled by a
single parameter EQCX. One can change the single-particle
parameter EU in EQCX to access the many-body regime.

To explicitly see the behavior of physical quantities in the
different regimes we proceed to calculate the quasiparticle
decay rate. Since the particle decays by interacting with
quantum fluctuations of collective spin, the decay rate can be
obtained from the spin-spin correlation function �Sa�t�Sb�t��	
which, in turn, can be measured by NMR or electron para-
magnetic resonance. In Fourier space the SaSb correlator can
be expressed through the bosonic field ha as follows �see
Appendix C for more details�:

�Sa�i�n�Sb�− i�n�	 = −
�ab

2J
+

1

4J2 �ha�i�n�hb�− i�n�	 .

�12�

Calculating the �hahb	 correlator

�ha�i�n�hb�− i�n�	 = Z−1
 Dhha�i�n�hb�− i�n�e−Sef f

= �ab
4JEU

EQCX�1 +
�n

EQCX
� �13�

one obtains the following spin-spin correlation function:

�Sa�i�n�Sb�− i�n�	 = −
�ab

2J �1 −
2EU

EQCX�1 +
�n

EQCX
�� .

�14�

Switching back to the real-time formalism �i�n→�
+ i� ,�→0+� in Eq. �14� one obtains the spectral function of
spin excitations

B��� = − 2I�Sa���Sb�− ��� = �ab
2EU

J

�

�2 + EQCX
2 . �15�

The graph of the spectral function �15� is shown on Fig. 4.
The decay rate of quasiparticles is found by estimating the
lowest-order interacting self-energy diagram

with interaction V

FIG. 3. �Color online� Phase diagram in the E vs J showing
different regimes.
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V = − hS = − �
��,���

hM���
�� c̄��c���. �16�

The imaginary part of self-energy ��1� is evaluated to

I��1� = �ab
J

16�
ln�EQCX

2 ��2 + E1
2�

E1
2��2 + EQCX

2 �� . �17�

In the limit ��EQCX energy E1 becomes equal to EU and
the decay rate that follows from Eq. �17� can be approxi-
mated by

� = − 2I��1� =
J

8�

�2

EQCX
2 ,

which is the sign for renormalized Fermi liquid. The decay
rate � for various regimes is plotted on logarithmic scale in
Fig. 5.

III. CONCLUSION

In this paper we have studied a system of two tunnel-
coupled quantum dots �small normal metallic grains� near
the Stoner transition of the first dot. The first dot has inter-
acting electrons but no spin-orbit coupling while the other
has spin-orbit coupling but no interactions. The two single-
particle crossover energies are EU, which measures the tun-
neling strength between the dots, and EX2

which measures
the spin-orbit crossover scale in the second dot. Electrons
tunneling between the dots carry information about spin-
rotation invariance breaking to the first dot and produce
quantum fluctuations of the first dot’s spin.

Our focus is on the regime near the Stoner transition when
the exchange interaction J is comparable to the mean level
spacing �1 in the first dot. This regime is characterized by
quantum-critical fluctuations arising from the interplay be-
tween the spin orbit and interaction parts of the Hamiltonian.
For this quantum-critical regime we derived the scaling func-
tion describing the behavior of system observable near insta-
bility point J=�1 as a function of the measurement energy �.
The scaling function itself is dependent on a single dimen-
sionless ratio � /EQCX, as opposed to other parameter re-
gimes where a physical property can depend separately on all
the energy scales EU ,EX2

,� ,�.
In deriving these scaling functions we use two different

large-N approximations. The noninteracting large-N approxi-
mation is used to compute ensemble averages of products of
four wave functions in the crossover ensemble with the large
N being min�

EX

� , �
� �. This result in turn is fed into the inter-

FIG. 4. �Color online� Spectral function for spin-spin
excitations.

FIG. 5. �Color online� Quasiparticle decay rate �solid line� on a logarithmic scale for different regimes. The dashed line represents ln �.
Panel �a� shows the decay rate in quantum-critical regime. In the regime of close proximity to instability point �J=0.9996� the quantum-
critical fluctuations cause the quasiparticle decay rate to be larger than its energy meaning that quasiparticles are ill defined �panel �b��.
Panels �c� and �d� show the decay rate in nonuniversal and universal regimes, respectively.

QUANTUM CRITICALITY NEAR THE STONER… PHYSICAL REVIEW B 80, 205310 �2009�

205310-5



acting large-N approximation19 in which the role of the large
N is played by min�

EQCX

� , �
� �.

As an illustrative example we compute the scaling form
of the quasiparticle decay rate, which can be measured by
nonlinear conductance measurements. It has a Fermi-
liquidlike form for ��EQCX with the decay rate going as
� �

EQCX
�2. However, for ��EQCX it goes as log�� /EQCX�.

One of the main conceptual points we wish to make is
that there is an intimate relation between the single-particle
crossover energies and the many-body quantum-critical
crossover scale. In the simplest case EU�EX2

this relation is
EQCX=EU�1−J /��. Access to the quantum-critical regime
can be tuned by changing a single-particle parameter. Cur-
rent samples at rs�1 have J /��0.3 but increasing rs should
enable us to reach higher values of J /�.

An important open question is the effect of quantum criti-
cality on Coulomb blockade, that is, how are the distribu-
tions of the peak positions, heights, and widths affected by
quantum criticality. We hope to explore this and other issues
in future work.
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APPENDIX A: GOE-TO-GSE CROSSOVER IN THE
SYSTEM OF TWO COUPLED DOTS

In this appendix we derive one- and two-particle Green’s
functions for two coupled dots in crossover between GOE
and GSE ensembles. To reduce complexity we consider less
general �but relevant to our system� situation when only sec-
ond dot is in GOE-to-GSE crossover. The first dot and the
hopping bridge belong to GOE ensemble. The generalization
where all parts of the system are in crossover can be worked
out without difficulty.

The derivation will be rather sketchy for the full deriva-
tion in case of GOE-to-GUE crossover can be found in Ref.
25. The Hamiltonian �kinetic part� of two coupled dots is

H = �H1 V

V† H2
� , �A1�

where H1,2 are the Hamiltonians for dot 1 and 2, V describes
coupling between two dots. Following RMT one considers
the elements of H1,2 and V as Gaussian random variables
�quaternions� with zero mean. In the crossover between GOE
and GSE Hamiltonians H1,2 take the form

Hi =
H0

i
� I + Xi�Hx

i
� �x + Hy

i
� �y + Hz

i
� �z�

�1 + 3Xi
2

. �A2�

Similarly

V =
VR

� I + ��Vx
I

� �x + Vy
I

� �y + Vz
I

� �z�
�1 + 3�2

, �A3�

where H0
i and Hxyz

i are real symmetric and real antisymmetric
matrices. VR and Vxyz

I are real and imaginary parts of quan-
tum matrix V �note that elements of VR and Vxyz

I are real
numbers�. The �i matrices are related to Pauli matrices as
�k= i�k and k=x ,y ,z.

The Xi and � are crossover parameters. The denominators
in Eqs. �A2� and �A3� keep mean level-spacing constant
when Xi and � change. In calculations below we assume
X1=�=0 so the first dot and the bridge belong to GOE; the
mean level spacing �1=�2⇔N1=N2.

The elements of H1 and H2 are independent random vari-
ables with correlations between symmetric and antisymmet-
ric parts

�Hmn
s,aHst

s,a	 =
N1�1

2

�2 ���mt�ns + �ms�nt� , �A4�

where indices s�a� stand for symmetric �antisymmetric�; N1
is the size of matrix H1 and �1 is the mean level spacing �we
assume that N1=N2, which means �1=�2�. Correlation be-
tween full matrix elements in crossover is

�Hm�m,n�n
Hs�s,t�t

	

=
N1�1

2

�2

�mt�ns��1 − X2���m�n
��s�t

+ 2X2��m�t
��n�s

�

1 + 3X2

N1�1
2

�2

�
�ms�nt��1 + X2���m�n

��s�t
− 2X2��m�t

��n�s
�

1 + 3X2 . �A5�

Here �i is a “spin” index that numerates elements of � ma-
trices.

For V matrix correlations between matrix elements are

�Vnk�Vst�	 = �Vk�n
† Vt�s

† 	 = �Vnk�Vt�s
† 	 =

N1�1
2U

�2 �ns�k�t���n�k�
��s�t�

,

�A6�

where primed �unprimed� indices belong to the second �first�
dot; U is a dimensionless parameter controlling coupling be-
tween dots.

One-particle Green’s function for coupled dots is

G = �E � I − H�−1 = �E − H1 − V

− V† E − H2
�−1

= �G11 G12

G21 G22
� .

�A7�

Following the steps in Ref. 25 one can obtain the system of
Dyson equations for RMT averaged Green’s functions G11
and G22. In large-N approximation only the rainbow dia-
grams contribute. In the limit of weak coupling the solution
for G11 is
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�Gab,1
R 	−1

= �ab��a�b

N1�1

�
�� + i�1 − �2��1 +

U

2 �1 + i
�

�1 − �2�� ,

�A8�

where dimensionless energy �= �E
2N1�1

.

The two-particle Green’s function in the first dot can be
found from the system of Bethe-Salpeter equations.25 This
system describes contribution of ladder and absolutely
crossed diagrams.

Expression for the full two-particle Green’s function is

�G1,ab
R �E�G1,cd

A �E + ��	 = D1 + C1. �A9�

Contribution of ladder diagrams D1 is

D1 = �ad�bc
2�

N1
2�1

1

− i����a�b
��c�d

1 + i
EX2

+ EU

�

�1 + i
EU

�
��1 + i

EX2
+ EU

�
� +

EU
2

�2

+ ��a�d
��b�c

−
i

2

EX2
EU

2

�3

��1 + i
EU

�
��1 + i

EX2
+ EU

�
� +

EU
2

�2���1 + i
EU

�
�2

+
EU

2

�2�� . �A10�

Contribution of absolutely crossed diagrams is

C1 = �ac�bd
2�

N1
2�1

1

− i�
���a�b

��c�d

�11
+ + �11

−

2

+ ��a�d
��b�c

�11
+ − �11

−

2
� , �A11�

where

�11
+ =

1 + i
EX2

+ EU

�

�1 + i
EU

�
��1 + i

EX2
+ EU

�
� +

EU
2

�2

,

�11
− =

1 + i
EU

�

�1 + i
EU

�
�2

+
EU

2

�2

.

Crossover energy scales EX2
and EU are defined as EX2

=8X2
2N1�1 /� and EU=2UN1�1 /�.

APPENDIX B: CORRELATION OF FOUR WAVE
FUNCTIONS

Consider the matrix element average �Ma2	. More gen-
erally

�Mm�,m���
a Mm���,m�

b 	 = �
iss�,i1s1s1�

�ss�
a

2

�s1s1�
b

2
��m�

� �i,s�

��m����i,s���m���
� �i1,s1��m��i1,s1��	 ,

�B1�

where �i ,s� is the basis of first uncoupled dot and �m ,�� is
the basis of two coupled dots without interaction; �m��is� is
the wave function of electron in the first dot in �m ,�� basis.

In full analogy with derivations in Ref. 25 for GOE-to-
GSE crossover one gets the following expression for four
wave-function correlator:

��n�n
����n�n

� �	��m�m
����m�m

� ���	

=
�2

8�2 �����	�R�D1� + ����	�R�C1�� , �B2�

where R�D1� and R�C1� are real parts of diffuson and Coop-
eron contributions to the two-particle Green’s function.
Mean level spacing � of coupled-dot system is �=�1 /2.

Comparing indices in Eqs. �B1� and �B2� after summation
over i and i� it is easy to see that the diffuson contribution is
N1

2 times larger than that of Cooperon. Therefore, the Coop-
eron contribution is ignored in large-N approximation.

Substituting Eq. �B2� into Eq. �B1� and using results of
Appendix A for R�D1� one obtains
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�Mm�,m���
a Mm���,m�

b 	 = �ab
�1

32�

EU

E2
2 − E1

2�EX2

2 + EX2
EU − E1

2

�2 + E1
2

−
EX2

2 + EX2
EU − E2

2

�2 + E2
2 � . �B3�

Here EU and EX2
are the crossover energy scales defined in

Appendix A. Energy scales E1,2 are equal to E1,2=a1,2EX2
,

where

a1,2
2 =

4b2 + 2b + 1 � ��4b2 + 2b + 1�2 − 4b2

2
�B4�

with b defined as b=EU /EX2
.

APPENDIX C: SPIN-SPIN CORRELATOR

The spin-spin correlator �spin Green’s function� is defined
by

�Sa�t�Sb�t��	 = Z−1
 DhD�̄D�Sa�t�Sb�t��e−S, �C1�

where Sa�t� is a component of total spin of the system. Let’s
split the action S �defined by Eq. �6�� in two parts S=S1
+S2. Here S1 is the part of the action containing spin Sa, S1
=−�dthaSa�t�, and S2=S−S1 contains everything else.

Then spin-spin correlator can be written as

�Sa�t�Sb�t��	 = Z−1
 DhD�̄D�� �

�ha�t�
�

�hb�t��
e−S1�e−S2.

�C2�

Integration by parts in Eq. �C2� transfers functional deriva-
tive on exp�−S2� term. Performing differentiation one obtains
relation

�Sa�t�Sb�t��	 = −
��t − t��

2J
�ab +

1

4J2 �ha�t�hb�t��	 . �C3�

In Fourier space relation �C3� reads

�Sa�i�n�Sb�− i�n�	 = −
�ab

2J
+

1

4J2 �ha�i�n�hb�− i�n�	 .

�C4�

APPENDIX D: QUASIPARTICLE DECAY RATE

The interacting self-energy of electron

in Matsubara formalism is evaluated to

��1� = − 	−1 �
�n,�

G0�ipn − i�n�D0�i�n��M��2	

= − 	−1�
�

�M��2	�
�n


 

−�

�

�
d��d��

�2��2

A�����
ipn − i�n − ��

H����
i�n − ��

, �D1�

where G0 and D0 are noninteracting Green’s functions for
electron and bosonic excitation and A���� and H���� are
their spectral representations; �n=2n� /	 and pn= �2n
+1�� /	 are even and odd Matsubara frequencies.

After summation over �n imaginary part of self-energy
reads

I���1�� = −
1

2�1



0

�

�M���
2	H�� − ���d��. �D2�

Here we employed the noninteracting expression for electron
spectral function A�����=2�����−E�� assuming small
broadening of energy levels. Spectral function H��� for
bosonic excitations is

H��� = − 2I��ha���ha�− ��	� = 8JEU
�

�2 + EQCX
2 . �D3�

Using Eqs. �B3� and �D3� we finally obtain the decay rate
near the pole

I���1�� = − �/2

= �ab
J

16�

EU
2

E2
2 − E1

2�EX2

2 + EX2
EU − E1

2

E1
2 − EQCX

2

�ln
EQCX

2 ��2 + E1
2�

E1
2��2 + EQCX

2 �
−

EX2

2 + EX2
EU − E2

2

E2
2 − EQCX

2

�ln
EQCX

2 ��2 + E2
2�

E2
2��2 + EQCX

2 �
� . �D4�
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